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Abstract: 

The automatic answer technology of search engine and the automatic answer system based on 

intelligent machine lack data cleaning steps, and there is a problem that the automatic question 

answering effect is poor due to the low matching correct answer rate. A research on automatic 

question answering technology based on Attention mechanism of knowledge graph is proposed. 

Stores and manages knowledge graphs through Jena. It goes through three processes of ontology 

data cleaning, entity graphing and linking, and data type labeling, and integrates the knowledge 

graph oriented to question answering system. The Attention mechanism is used to retrieve 

automatic question-and-answer keywords, continuously adjust parameters, analyze the 

relationship between words, and design the automatic question-and-answer process. The 

experimental analysis is carried out in PyCharm environment, and the matching correct answer 

rate and the matching result evaluation mechanism are taken as the experimental evaluation 

indexes. From the experimental results, it can be seen that the matching correct answer rate of 

this technology can reach up to 93%, which can highlight the user preference and supplement 

the problem expansion research. 
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I. INTRODUCTION 

Most of the information on the Internet is expressed in the form of HTML pages, which is 

very suitable for people to understand. However, with the explosive growth of information, it is 

difficult for people to find the required information in massive and complex information. Under 

this background, search engines came into being [1]. The basic principle of this method is to 

collect information from the network through crawlers and establish an inverted index based on 

keywords, which provides information retrieval services for users. Users use keywords to 

describe their query purpose [2]. Based on a sort algorithm, the search engine presents users 

with information that meets the query criteria [3]. Automated answering system is a new trend 
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of natural interaction between human beings and machines. They can more accurately 

understand user questions described in natural language and provide more accurate answers 

according to users' actual intentions, which will be the next generation of new search engine 

forms. The answering sources of the traditional data answering system include unstructured text 

data, such as web documents, search engines, encyclopedia descriptions, and question and 

answering communities [4]. 

The appearance of this kind of search engine solves the problem that users obtain 

information from the Internet to a certain extent. However, because these traditional search 

engines are based on keywords or strings, their limitations are also very obvious. They do not 

understand the purpose of the query (usually web pages) and the user's query input. The result is 

that the search accuracy has obvious defects [5]. In the end, this is because HTML format Web 

pages’ lack semantics, making it difficult for computers to understand. The algorithm using 

natural language processing is an important aspect of artificial intelligence [6]. Through the use 

of natural language processing technology, computers can process and analyze natural 

language, effectively recognize text data, organize and analyze. In the field of natural language 

processing, named entity is a basic and important concept. Each named entity corresponds to a 

specific thing or concept, which contains important semantic information. In the field of natural 

language processing, the research on named entities has always been the foundation and focus. 

However, in natural language, there are many abbreviations, irregular words and ambiguous 

words. At the same time, many entities have multiple synonyms and polysemies, which makes 

the machine unable to determine entities when processing unstructured free text. Accurate 

reference relations will affect the performance of the whole natural language processing system. 

In order to solve this problem, the automatic answering technology based on knowledge graph 

attention mechanism is studied. With the development of big data and knowledge engineering, 

unstructured data is constructed into a knowledge graph through information extraction, 

knowledge processing and other technologies, making massive data better close to the human 

cognitive form, understanding, organization and management of structured and related 

information. The concept of knowledge graph is thus put forward, and the research and 

application direction of automatic answering system based on knowledge graph in academia 

and industry have changed greatly. The automatic answering system based on knowledge graph 

is an answering method based on knowledge graph. Knowledge graph plays a key role in 

accurate question-and-answer service. 

 

II. CONSTRUCTION OF KNOWLEDGE GRAPH OF ATTENTION MECHANISM 

The key to adopting attention mechanism in the retrieval process is to combine knowledge 

graph and identification to improve the accuracy and efficiency of retrieval. 

2.1 Knowledge Graph Storage and Management 

The In essence, knowledge graph is a knowledge base with graph structure, which is called 

semantic network. Nodes in the chart can represent concepts or entities, and the knowledge 



Design Engineering 
 

ISSN: 0011-9342 
Issue: 11 | Pages: 685 - 695 

 

 

[687] 

graph mainly includes two parts: fact statement and ontology. Notional words mainly describe 

the relationship between entities and entity attribute values, mainly including subject, predicate 

and object [7-9]. 

A subject is usually an entity, and a predicate represents an attribute of a subject. It is 

mainly divided into two categories: data type and object type. Objects vary from predicate to 

predicate. Objects with data type attributes are specific data, while objects with object type 

attributes are specific entities [10-12]. 

Attention mechanism automatic question and answer data needs to be managed and 

maintained through relevant database management systems. Jena realizes data management and 

query, and realizes common operations such as data addition, deletion, modification and query 

[13-14]. The Jena framework structure is shown in Fig 1. 
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Fig 1: Jena Framework Structure 

 

2.2 Knowledge Graph Fusion for Question Answering System 

In this model, you can get a knowledge diagram supporting complex SPARQL queries by 

annotating and linking objects through object attributes and numerical attributes to object data 

types. The specific steps of integration include: ontological data cleaning, entity graphing and 

linking, and data type labeling. 

(1) Ontology Data Cleaning 

Because the entity classification triple for the attention mechanism to automatically answer 

questions is extracted from the DBpedia section, the name of the entity includes simplified 

Chinese and traditional Chinese [19]. Therefore, the first thing to do is to complete the 

transformation from tradition to simplification. Without distinguishing between traditional and 

simplified transformations, incorrect entity name transformations will result. For the 

combination of three elements of entity classification, there are few similar situations. As other 

elements are manually screened, they are automatically converted through the traditional 

simplified conversion program [20]. 

(2) Entity Diagrams and Links 
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For entity graphing and linking, the core problem is entity linking. 

The purpose is to make the object correctly point to semantic entities. Refer to returning a 

list of related entities and indicate the most commonly used entities. Using API linked entities 

provided by the knowledge graph as input, and then linking entity synonym to query the most 

commonly used entities and objects returned by the interface can greatly improve the accuracy 

of entity linking [21]. In addition to the general entity priority principle, string similarity 

comparison should also be added [22]. The similarity of strings can be calculated by 

Levenshtein distance algorithm. As can be seen from Equation 1, L1 and L2 represent the 

lengths of the source string and the target string respectively, while Levenshtein represents the 

editing distance of the source and the target string. 

1 2 1 2(Max(L , )  Levenshtein ) / Max(L , )Similarity L L  (1) 

Since entities with the same name are mainly distinguished by the content after square 

brackets, and the content after square brackets is most likely to appear in triples, only the most 

commonly used entity links generate erroneous results. If string similarity matching is added to 

the square brackets after the fuzzy entity name, the correct entity link result can be obtained 

[23]. The description content of the entity and the triple of the linked entity are calculated for 

string similarity. If the similarity is greater than a certain threshold, it is linked to the entity. In 

addition, the entity synonym graph I of the knowledge graph can be used to link the most 

commonly used entities. 

(3) Data Type Labeling 

After the above two steps, a basic knowledge graph is initially obtained, but the Data 

Properties object in the knowledge graph has no marked data type, so the database treats it as a 

string type by default. This kind of knowledge graph does not support SPARQL number 

comparison query, which requires identification and marking of data types of data attribute 

objects. 

A feasible method is as follows: Firstly, most non-string data attributes are sorted and 

screened according to the occurrence frequency of attributes in the knowledge layer; Then, 

write regular expressions such as Boolean values, integers, floating-point numbers and date-

related expressions, capture data based on the form displayed in the knowledge graph and 

embed it into the standard data format; The manually selected general attributes are matched to 

the target, and finally the data type label is obtained according to the matching result. 

2.3 Graph Construction 

The traditional automatic question answering keyword retrieval method based on attention 

mechanism usually automatically identifies the relationship between historical data and 

predicted data. If the correlation between input and output is not considered, the influence 

weight of each input trajectory on the output result is the same. After many cycles of training, 

the results are still not accurate enough, not only with low efficiency, but also with low 

accuracy. It should be noted that the current computer system outputs the hidden layer state 

value to its own matching degree, i.e. outputs the hidden layer state value h. It has three steps: 
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(1) The algorithm uses the matching layer to calculate the matching degree; The matching 

layer module calculates the current state value HT of the hidden layer and its own matching 

degree, calculates the matching layer for each HT according to the state value output by the 

hidden layer, and calculates the similarity of the output according to the matching layer. 

(2) Because the similarity calculation ut is not normalized, the Softmax function is used for 

normalization so that the sum of weight weights is 1 at output. Therefore, the weight of the 

output is. 

(3) Therefore, the weighted vector sum of the hidden layer state value ht and the output 

weight at is calculated to obtain the position of the next time Yt. Fig 2 shows the structure of 

knowledge graph based on attention mechanism. 
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Fig 2: Knowledge graph structure base on Attention mechanism 

 

The state value of the hidden layer at different times is ht, which contains the cell state 

values of many hidden layers, i.e.  1 2 3, , , q

t t t t th h h h h  , the normalized output weight is 

 1 2 3, , , q

t t t t ta a a a a   

The knowledge graph structure based on Attention mechanism is defined as follows: 
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 (2)  

According to the current hidden layer state values calculated by the pairing calculation 

equation (2), the pairing degree ut of the current hidden layer state values is respectively 

obtained. In this way, by using the Softmax function in Equation (2), the weight weight when 

the output is 1 is added up, and the output weight of each unit can be expressed, and its weight 

vector and Yt can be obtained. In this way, the attention mechanism can effectively identify the 

items that play an important role in the input vector, and continuously adjust the parameters 

through many times of training and learning to achieve higher retrieval accuracy. 

 

III.RELATIONSHIP BETWEEN WORDS AND WORDS 

On the basis of attention mechanism, an intelligent answering model is established. It 

includes input layer, embedded layer, hidden layer, full connection layer and output layer. Fig 3 

shows its structure diagram. 
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Fig 3:Word and Word Relationship 

 

After research, it is found that the original automatic answering technology is based on the 

isomorphism of "one-hot", that is, each identity in the text is replaced by a number, but it is not 

enough to express the relationship between isomorphisms. Therefore, the text is input using 

Word2VEC coding instead of (one-hot). Word2VEC can encode each of the same vectors with 

multi-dimensional vectors and use the same embedding as a model to display the relationship 

between words. 

 

Ⅳ.DESIGN OF AUTOMATIC QUESTION ANSWERING PROCESS 
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Under the construction of Attention mechanism knowledge graph, the automatic question 

answering process is designed, as shown in Fig 4. 
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Fig 4:Automatic Question Answering Process Design 

 

Through semantic analysis and understanding of natural language problems raised by users, 

and then using the existing knowledge graph for query and reasoning, the optimal answer is 

obtained. In the automatic answering system based on files, there is usually a document library 

containing a large number of files, each of which corresponds to a topic, and the files contain a 

certain number of sentences, which is the candidate answer of the answering system. The goal 

of this system is to answer users' questions and only select the sentences that are considered to 

match best from the sentences that make up the document. 

 

Ⅴ.EXPERIMENTS 

In order to verify the rationality of the research on automatic question answering technology 

of Attention mechanism based on knowledge graph, experimental verification analysis is 

carried out. 

5.1 Experimental Preparation 

The experimental environment is developed in PyCharm environment. The computer is 

configured as Inter (R) Core (TM) i5-7400CPU, with 16GB of memory and Win10 operating 

system. 

The data set used in the experiment is Microsoft's developmental answer data set. The data 

set is mainly divided into two parts, namely, the training set test set, in which the training set 

consists of 10025 questions and 2215231 answer pairs. The test set consists of 5,000 questions 

and 100,000 answers are correct. 

5.2 Experimental Evaluation Index 

The experiment uses two evaluation indexes, namely, the matching correct answer rate and 

the matching result evaluation mechanism M . 
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(1) Correct Matching Answer Rate 

The equation for calculating the correct answer rate for matching is as follows: 

h
P

Q
  (3) 

(2) Evaluation Mechanism of Matching Results 

The calculation equation of the matching result evaluation mechanism is as follows: 

1

1 1
M

rank

Q

i tQ 

  (4) 

In Equation (4), indicates the ranking position occupied by real values in the answer set for 

the best answer to the question. 

5.3 Experimental Results and Analysis 

Taking Attention mechanism as an index, keywords are selected: user attributes, age, 

occupation, interests and hobbies, and number of people. Five parameters are sampled evenly as 

inputs, and then the logarithmic loss function is evaluated through multiple classifications. The 

search engine automatic answer technology, the intelligent machine-based automatic question 

answering system and the knowledge graph-based analysis matching correct answer rate and 

matching result evaluation results are respectively used, as shown in Fig 5. 
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(b) Evaluation results of matching results 

Fig 5:Comparison of Effects of Two Evaluation Indexes 

 

As can be seen from the above figure, using the automatic answer technology of search 

engine respectively, the matching correct answer rate and matching result evaluation result of 

the automatic question answering system based on intelligent machine are lower than those of 

Attention mechanism. Among them, the two evaluation indexes of automatic question 

answering system based on intelligent machine reach 80% at the highest, while the two 

evaluation indexes of automatic answer technology of search engine are lower than 70%. The 

Attention mechanism shows good performance and convergence speed, mainly weighting 

features, so that important feature information plays a greater role in the automatic answer 

process. 

 

Ⅵ.SUMMARY AND PROSPECT 

6.1 Summary 

The knowledge graph is fused and a knowledge graph supporting complex queries is 

proposed. This paper studies the current mainstream open Chinese knowledge graphs, integrates 

and improves the two open download knowledge graphs, and adds entity links and data type 

labeling attributes. Finally, through fusion and improvement, the obtained knowledge graph 

supports the query of complex problems, such as multi-entity relations, data comparison, etc. 

and subsequent Chinese retrieval. In order to solve the fact-oriented natural language problems, 

a natural language problem classification system is designed. There are many types of natural 

language questions, many of which are related to the backbone of the respondents, or there are 

no exact answers, and some people cannot even answer them. For questions with clear 

experience, clear answers are the basis of research technology. 

Attention mechanism is adopted to selectively learn the intermediate state values to improve 

the accuracy of automatic question and answer. The experimental results show that the 

matching correct answer rate of the technology can reach 93%, with good performance and 

convergence speed. 
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6.2 Prospect 

Although the research content of this paper has achieved preliminary results, there are still 

some problems to be further studied. In the improved fusion knowledge graph, the triples 

covered by ontology are not comprehensive enough, and many triples do not classify ontology 

accordingly. In the general knowledge graph, it is a problem worth studying on how to classify 

entities. 

At the same time, the iterative learning of knowledge graph also puts forward the 

corresponding solution for updating knowledge graph. In the automatic knowledge learning 

algorithm, the information edited by the user can be further used for feedback to improve the 

performance of the algorithm through continuous iteration. For conflict resolution, the 

algorithm is based on rules. Set these rules according to a specific data source. These rules may 

fail when using a new data source. However, when the knowledge in the knowledge graph is 

continuously expanded and updated, the knowledge in the knowledge graph itself can be used 

as an important measurement index of knowledge reliability, and on this basis, corresponding 

conflict solutions are designed. 
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