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Abstract:

At present, collaborative filtering recommendation method is the most widely used method.
However, there are still two key problems in recommender system: cold start, exploration and
exploitation. This paper uses multi-armed bandits (e-greedy) algorithm in reinforcement
learning to solve the problem of cold start and exploration-exploitation trade-off problem in
music recommendation system. Experimental results show that compared with the traditional
music recommendation method based on singular value decomposition, the music
recommendation system based on this method can better meet the personalized needs of users.

Keywords: Music recommendation, Reinforcement Learning,Multi-armed bandits,e-greedy,
Singular value decomposition.

I. INTRODUCTION

With the rapid development of Internet technology and big data technology, there are a large
number of active users in video websites, information apps, e-commerce websites and so on
every day. At the same time, these websites and apps generate a lot of new professional
generated content (PGC) or user generated content (UGC) every day (such as novels,
information articles, short videos, etc.). For the recommendation system, there are a lot of new
and old users, new and old items and a lot of user behavior data. For users, we need to model
the users to depict their portraits and interests. However, the behavior of users is sparse, and
there may be different proportion of new users. How to recommend to new users is a well-
known problem in the recommendation system, namely the cold start problem [1]. What items
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are displayed to new users determines the user's first feeling and experience. Meanwhile, in the
process of recommendation, we need to consider the opportunity to show new items, such as
recommending some non-science fiction movies to a user who likes science fiction movies, so
as to improve the diversity of recommendation. This is another problem in the recommendation
system, namely, the problem of exploration and exploitation [2] trade-off.

The multi-armed bandits algorithm [3] in reinforcement learning [4] is often used to solve
the problem of cold start [5] and exploration-exploitation [6] trade-off problem. According to
the characteristics of music recommendation, this paper uses multi-armed bandits (e-greedy)
methods to solve the problem of cold start and exploration-exploitation [6] trade-off problem in
music recommendation system. Compared with the traditional music recommendation method
based on singular value decomposition, this method can better meet the personalized needs of
users.

Il. MULTI-ARMED BANDITS ALGORITHMS

2.1 Thompson Sampling Algorithm

Thompson sampling [7] assumes that the rate of return of each item is p, and beta
distribution is used to describe the distribution of return rate. Through continuous tests, a
probability distribution based on probability p with high confidence is estimated. Suppose that
the probability distribution of probability p conforms to beta (wins, lose). The beta distribution
has two parameters, win and lose. Each item maintains the parameters of beta distribution. One
item is selected for each test. If there is a click, wins will be increased by 1, otherwise lose will
be increased by 1. The way to select an item each time is to use the beta distribution of each
item to generate a random number, and select the item with the largest random number among
the random numbers generated by all items. The probability density function of beta distribution
is shown in formula (1).

. _ x"‘_l*(l—x)ﬁ_1 N XO‘_l*(l—x)B_1
Beta(x; o, B) = = BaE) 1)
2.2 Upper Confidence Bound Algorithm
The steps of the upper confidence bound (UCB) [8] algorithm are as follows:
1). Try all the arms first.
2). Then select the arm with the largest value in formula (2) each time.
(0 + [ )
jt
Where t is the current number of tests, X;(t)is the average return of this arm from the
beginning to the present, Tj.is the number of times the arm has been tested, 2n%s called

jt
bonus, which is essentially the standard deviation of the mean.
3. Observe the Selection Results and Updatet and T;,.

Formula (2) reflects that the larger the mean value and the smaller the standard deviation,

[332]



ISSN: 0011-9342

Design Engineering issue: 11 | Pages: 331 - 342

the greater the probability of being selected, which plays the role of exploration; at the same
time, those arms that have been selected less times will also get the test opportunity and play the
role of exploration.

2.3 Epsilon-Greedy Algorithm

The e-greedy algorithm [9] is based on a probability to make a compromise between
exploration and utilization: each attempt, the probability of € is used to explore, that is, a rocker
arm is randomly selected with uniform probability; the probability of 1-¢ is used to exploit, that
is, the rocker arm with the highest average reward is selected.

If the uncertainty of rocker arm reward is large, for example, when the probability
distribution is wide, more exploration is needed, and a larger € value is needed; if the
uncertainty of rocker arm is small, for example, when the probability distribution is
concentrated, a small number of attempts can well approximate the real reward, and the
required € is small. € is usually given a smaller constant, such as 0.1 or 0.01. However, if the
number of attempts is very large, the reward of the rocker arm can be well approximated after a
period of time, and there is no need to explore. In this case, € can be gradually reduced with the

increase of the number of attempts, € = 1/+/t.

1. SINGULAR VALUE DECOMPOSITIONALGORITHM

Singular Value Decomposition (SVD) [10] can be understood as: a more complex matrix A
is represented by the multiplication of three smaller and simpler sub matrices, which describe
the important characteristics of a large matrix. As shown in formula (3).

A=UYVT (3)

Where U and V are unit orthogonal matrices, i.e.UUT =1land VVT =1, U is called left
singular matrix, V is called right singular matrix, Y:has value only on the main diagonal, we
call it singular value, other elements are 0. The dimensions of the above matrices are U €
Ran, Z € Rmxnl Ve Rmxn'

Generally, Y has the following forms:

og 0 0 0 O

Z_lo o, 0 0 0

10 0 -~ 0 0
0 0 0

0 m Xn
When SVD algorithm is applied to recommendation system, the row represents user,

column represents item, and the value represents user's rating of item. The advantage of this
method is that the user's rating data is sparse matrix. SVD can be used to map the original data
into low dimensional space, and then calculate the similarity between items, which can save
computing resources.

The overall idea of the recommendation system based on SVD algorithm: first find the
items that the user has not scored, and then calculate the similarity between the items not scored
and other items in the low dimensional space after SVD "compression”, and get a prediction
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score. Then, sort the scores of these items from high to low, and return the top n items to
recommend to users.

IV. EXPERIMENTALRESULTS AND ANALYSIS

4.1 Data Processing

For music datasets, Million Song Dataset (MSD) is well known Data set, which contains
more than 1 million songs information, the huge amount of data is about 280gb data files, for
such a large data set, identification and acquisition is a more complex process, so this
experiment needs to design and compress the data set, which can be more convenient for data
storage.

The crawler obtains the data set matrix as shown in Fig 1. The horizontal axis is the type
and age information of music, and the vertical axis is the list of all songs. If a certain type or era
is satisfied, label 1; if not, label it as 0.
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Figl:Music type data matrix

There are 50 million pieces of data in the MSD data set, which is relatively large. After

cleaning the duplicate data and merging the associated data, local sampling is carried out to
obtain one million pieces of data (as shown in Fig 2). The processed data is shown in Fig 3.

0 0
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1000000 rows x 14 columns
user song listen_count title song_id release artist_name year
0 b80344d063b5cch3212765383d9e43d87dcade  SOAKIMP12ABC130995 1 TheCove SOAKIMP12A8C130995 TMekenThan - Jack -,
1 b80344d063b5cch3212765383d0e43d87dcale  SOAPDEY12A81C210A9 1 N”‘“‘ﬂgtﬁ?gg SOAPDEY12A81C210A9  ToDieFor Eilly Preston 1974
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Fig3:Data set format of processed

In the music recommendation system, there are many factors have a prominent impact on
the relevant music data. From the perspective of users, users' interests are closely related to their
gender, age and geographical location. From the perspective of music, the same type of song
often has some similarities with singers and composers, and different music types have different
audience users. Therefore, the most important thing in recommendation system is user behavior.
Fig4 shows the information of a user listening to music.

user song listen_count title release artist_name year

5 DB03440063b5cch32121765387d0243d87dcad  SOBXHDLA2A81C204C0 1 Stronger Graduation Kanye West 2007
7 bB0344d063b5cch3212765387309243d87dcade  SODACBLI2ASC13C273 1 LeamToFly MTEISNOMINOLET pop pignrers 1999
14 bB0344d063650ch32121765381309e43087dcad  SOFRQTDY2A81C233C0 1 Senrkosmisch  Musikvon Harmonia  Harmonia 0
19 hB03440063b5cchI21276538M309243d87dcade  SOIZAZL12A6701C538 g [1lBeMissing You (Featunng Fain NoWay Out  PufiDaddy 0
22 hB03440063b5cchI21276538M09e43d87dcagde  SOKRIMP12ABDAFSDA3 5 17m A Steady Rollin? Man Diogiy Deeper Rocert

Fig4: The information of a user listening to music
After reading and analyzing the data, the most popular top 20 songs (as shown in Fig 5), the
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most recent number of user songs played (as shown in Fig 6) and the distribution data of user
playing (as shown in Fig 7) are obtained.

Most popular songs
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750 4

300 4

250 4

Slide

No Memory (LP Version) 4
The Gift J

Yo (Excuse Me Miss) |

Revelry
It's Raining Men (Radio Edit) 4

Resume 4
The Quest |

Words

Paradise & Dreams
Miss You |

Bird Song
Hounds of Love (new mix)

Voices On A String (Album Version)
Time Bomb

Take Me Somewhere Nice 4

.Come Around 4
Light It Off (Album Version) 4

The Big Gundown |

Ewverything We Had (Albumn Version)

Fig5: The most popular top 20 songs
count 9999, 000000

mean 49. 813882
std 44, TT2202
min 1. 000000
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a0% 37, 000000
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max 535, DO0O00

Name: title, dtype: floatfid

Fig6: The most recent number of user songs played

Histogram of User Play Count Distribution
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Fig7: The distribution data of user playing
4.2 Music Recommendation based on SVD
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The experimental data set is given, there is no new song input, so cold start only considers
how to recommend to new users. If the basic information of the new user is less, the hot list
recommendation is carried out according to the rating from high to low, and then according to
the user's preferences. As shown in Fig 8, the first column is the ID value of the data in the
dataset, the second column is the name of music, the third column is the cumulative score, and
the fourth column is the ranking.

title

score

Rank

13182
3801
18293
16879
13161
12544
6666
6472
5067
16388
16961
11071
2437
4150
15807
2215
2817
9687
B167

Sehr kosmisch

Dog Days Are Over (Radio Edit)
You're The One

Undo

Secrets

Revelry

Horn Concerto No. 4 in E fiat K495: II. Romanc...
Hey_ Soul Sister

Fireflies

Tive Sim

Use Somebody

OMG

Canada

Drop The World

The Scientist

Bulletproof

Clocks

Marry Me

Just Dance

2561 Catch You Bahy (Steve Pitron & Max Sanna Radio...

Fig8: Cold start recommendation list

869
802
670
857
624
820
553
515
512
431
466
425
425
419
400
399
395
393
393
384

After solving the cold start problem, music recommendation is conducted again. There are
nearly 50 million pieces of data in the data set. Although one million pieces of data are selected
for the experiment, the loading process is still slow. Therefore, 500 pieces of data are selected
for sampling and recommendation. The data of a user's listening to music is shown in Fig 4.
Since there is no rating data, the number of times a user listens is taken as the score value.
According to the user's click times, the music that you like is the most.

According to the data read as shown in Fig 4, the number of times of listening (listen_
count) is converted to score, and the matrix of all users, songs and score values is established.
The SVD algorithm is used to recommend songs to users, as shown in Fig 9.
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The Perfect Kisz BY New Order

& Meszage To Tou Fudy BY The Specials

mmber 10 recommended song i1z This Iz 4 Forgery BY Dashboard Confesszional

Fig9: Music recommendation results based on SVD algorithm
4.3 Music Recommendation Based on € — GreedyAlgorithm
In the MSD dataset containing more than 1 million songs, select the music type you like
(multiple choices are allowed), as shown in Fig 10.

Select song features that you like

Rock
Country
Folk
Dance
Grunge
Love
Metal
Classic
Funk

Electric

. Acoustic

Indie
Jazz
SoundTrack

. Rap

Enter mmber associated with feature:

Figl10: Select music type

According to the selected music type, the system first publishes several songs for audition
and scoring (as shown in Fig 11), and then makes music recommendation according to the
user's score, as shown in Fig 12.
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Enter mumber associated with feature: I

Do you want to add another feature? (y/n »

Enter mumber associated with feature: 13

Do vou want to add another feature? (yv/n) n

Rate following 5 songs. So that we can know your taste

How much do vou like "Ramble On” (1-10): I

How much do vou like "In My Place” (1-10): 5

How much do vou like "White Winter Hymnal” (1-10): 7
How much do you like “Shape of Vou” (1-10): 2

How much do you like “Mykonos” (1-10): 10

Figll: Score the released music

Wait

[y

WL

=1 o

o

9

Heathens

Dirty Paws

Complicated

Stubborn Love

Why' d You Only Call Me When You re High?
Clocks

The Sound of Silence

Holocene

Like a Rolling Stone

10. Ho Hey

Figl2: Music recommendation resultsbased on e-greedy algorithm
If the user is satisfied with the recommendation result, he can choose to quit the system; if
the user is not satisfied with the recommendation result, he can choose to recommend again, and
the system will automatically launch songs for users to listen to and score. As shown in Fig 13.
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Rate songs one by one or leave 1t blank

Rate Take Me Out (1/10): I

Rate Somewhere Only We Know (1/10): 3

Rate Drive (1/10): 7

Rate Way Down We Go (1/10): 5

Rate Why' d You Only Call Me When You re High? (1/10): 4
Rate Time (1/10): I

Rate New Slang (1/10): 2

Rate It's Time (1/10): 3

Rate Tighten Up (1/10): 7

Rate Fluorescent Adolescent (1/10): 5

Do you want more recommendations? (y/n)

Figl3: Recommendation once again

4.4 Experimental Analysis

The music recommendation system based on SVD algorithm needs to read and write a large
amount of data. Through the visual interface, we can see the change track of the data and the
number of clicks on music. In the case of cold start, recommendation directly according to the
list does not necessarily meet the needs of users. According to the number of hits, there may be
careless clicks by users. However, the music recommendation system based on the multi-armed
bandit (¢ — Greedy) algorithm describes the interactive recommendation problem as a context
multi-armed bandits. The system recommends new songs according to users' preferences and
obtains their personalized scores to reduce cold start, which is more objective.

V. CONCLUSION

In this paper, the music recommendation systems is implemented by using multi-armed
bandits (e-greedy) method in reinforcement learning and singular value decomposition
algorithm in traditional machine learning. The SVD algorithm uses a small data set to represent
the original data set, which can remove noise and redundant information, so as to achieve the
purpose of optimizing the data. For the cold start problem, the system can only recommend
through the ranking list information which is generated according to the number of hits, and
cannot meet the individual needs of users, and cannot solve the problem of exploration and
exploitation. The music recommendation method based on the multi-armed bandits (e-greedy)
algorithm describes the interactive music recommendation problem between users and the
system as the multi-armed bandits problem. According to users' preferences, the system
recommends new songs and obtains their scores, which can better alleviate problem of cold start
and exploration-exploitation trade-off, and can better meet the personalized needs of users.
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