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Abstract: 

At present, collaborative filtering recommendation method is the most widely used method. 

However, there are still two key problems in recommender system: cold start, exploration and 

exploitation. This paper uses multi-armed bandits (ϵ-greedy) algorithm in reinforcement 

learning to solve the problem of cold start and exploration-exploitation trade-off problem in 

music recommendation system. Experimental results show that compared with the traditional 

music recommendation method based on singular value decomposition, the music 

recommendation system based on this method can better meet the personalized needs of users. 

Keywords: Music recommendation, Reinforcement Learning,Multi-armed bandits,ϵ-greedy, 

Singular value decomposition. 

 

I. INTRODUCTION 

With the rapid development of Internet technology and big data technology, there are a large 

number of active users in video websites, information apps, e-commerce websites and so on 

every day. At the same time, these websites and apps generate a lot of new professional 

generated content (PGC) or user generated content (UGC) every day (such as novels, 

information articles, short videos, etc.). For the recommendation system, there are a lot of new 

and old users, new and old items and a lot of user behavior data. For users, we need to model 

the users to depict their portraits and interests. However, the behavior of users is sparse, and 

there may be different proportion of new users. How to recommend to new users is a well-

known problem in the recommendation system, namely the cold start problem [1]. What items 
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are displayed to new users determines the user's first feeling and experience. Meanwhile, in the 

process of recommendation, we need to consider the opportunity to show new items, such as 

recommending some non-science fiction movies to a user who likes science fiction movies, so 

as to improve the diversity of recommendation. This is another problem in the recommendation 

system, namely, the problem of exploration and exploitation [2] trade-off. 

The multi-armed bandits algorithm [3] in reinforcement learning [4] is often used to solve 

the problem of cold start [5] and exploration-exploitation [6] trade-off problem. According to 

the characteristics of music recommendation, this paper uses multi-armed bandits (ϵ-greedy) 

methods to solve the problem of cold start and exploration-exploitation [6] trade-off problem in 

music recommendation system. Compared with the traditional music recommendation method 

based on singular value decomposition, this method can better meet the personalized needs of 

users. 

 

II. MULTI-ARMED BANDITS ALGORITHMS 

2.1 Thompson Sampling Algorithm 

Thompson sampling [7] assumes that the rate of return of each item is p, and beta 

distribution is used to describe the distribution of return rate. Through continuous tests, a 

probability distribution based on probability p with high confidence is estimated. Suppose that 

the probability distribution of probability p conforms to beta (wins, lose). The beta distribution 

has two parameters, win and lose. Each item maintains the parameters of beta distribution. One 

item is selected for each test. If there is a click, wins will be increased by 1, otherwise lose will 

be increased by 1. The way to select an item each time is to use the beta distribution of each 

item to generate a random number, and select the item with the largest random number among 

the random numbers generated by all items. The probability density function of beta distribution 

is shown in formula (1). 

Beta(x; α, β) =
xα−1∗(1−x)β−1

 μα−1∗(1−μ)β−1du
1

0

=
xα−1∗(1−x)β−1

B(α,β)
            (1) 

2.2 Upper Confidence Bound Algorithm 

The steps of the upper confidence bound (UCB) [8] algorithm are as follows: 

1). Try all the arms first. 

2). Then select the arm with the largest value in formula (2) each time. 

x j t +  
2 ln t

Tj ,t
                           (2) 

Where t is the current number of tests, x j t is the average return of this arm from the 

beginning to the present, Tj,tis the number of times the arm has been tested,  
2 ln t

Tj ,t
is called 

bonus, which is essentially the standard deviation of the mean. 

3. Observe the Selection Results and Updatet and Tj,t. 

Formula (2) reflects that the larger the mean value and the smaller the standard deviation, 
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the greater the probability of being selected, which plays the role of exploration; at the same 

time, those arms that have been selected less times will also get the test opportunity and play the 

role of exploration. 

2.3 Epsilon-Greedy Algorithm 

The ϵ-greedy algorithm [9] is based on a probability to make a compromise between 

exploration and utilization: each attempt, the probability of ϵ is used to explore, that is, a rocker 

arm is randomly selected with uniform probability; the probability of 1-ϵ is used to exploit, that 

is, the rocker arm with the highest average reward is selected. 

If the uncertainty of rocker arm reward is large, for example, when the probability 

distribution is wide, more exploration is needed, and a larger ϵ value is needed; if the 

uncertainty of rocker arm is small, for example, when the probability distribution is 

concentrated, a small number of attempts can well approximate the real reward, and the 

required ϵ is small. ϵ is usually given a smaller constant, such as 0.1 or 0.01. However, if the 

number of attempts is very large, the reward of the rocker arm can be well approximated after a 

period of time, and there is no need to explore. In this case, ϵ can be gradually reduced with the 

increase of the number of attempts, ϵ = 1/ t. 

 

III. SINGULAR VALUE DECOMPOSITIONALGORITHM 

Singular Value Decomposition (SVD) [10] can be understood as: a more complex matrix A 

is represented by the multiplication of three smaller and simpler sub matrices, which describe 

the important characteristics of a large matrix. As shown in formula (3). 

A = U∑VT                                (3) 

Where U and V are unit orthogonal matrices, i.e.UUT = Iand VVT = I, U is called left 

singular matrix, V is called right singular matrix, ∑has value only on the main diagonal, we 

call it singular value, other elements are 0. The dimensions of the above matrices are U ∈

Rm×n , ∑ ∈ Rm×n , V ∈ Rm×n . 

Generally, ∑has the following forms: 

 =  

σ1 0 0 0 0
0 σ2 0 0 0
0 0 ⋱ 0 0
0 0 0 ⋱ 0

 

m×n

 

When SVD algorithm is applied to recommendation system, the row represents user, 

column represents item, and the value represents user's rating of item. The advantage of this 

method is that the user's rating data is sparse matrix. SVD can be used to map the original data 

into low dimensional space, and then calculate the similarity between items, which can save 

computing resources. 

The overall idea of the recommendation system based on SVD algorithm: first find the 

items that the user has not scored, and then calculate the similarity between the items not scored 

and other items in the low dimensional space after SVD "compression", and get a prediction 
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score. Then, sort the scores of these items from high to low, and return the top n items to 

recommend to users. 

 

IV. EXPERIMENTALRESULTS AND ANALYSIS 

4.1 Data Processing 

For music datasets, Million Song Dataset (MSD) is well known Data set, which contains 

more than 1 million songs information, the huge amount of data is about 280gb data files, for 

such a large data set, identification and acquisition is a more complex process, so this 

experiment needs to design and compress the data set, which can be more convenient for data 

storage. 

The crawler obtains the data set matrix as shown in Fig 1. The horizontal axis is the type 

and age information of music, and the vertical axis is the list of all songs. If a certain type or era 

is satisfied, label 1; if not, label it as 0. 

 

Fig1:Music type data matrix 

There are 50 million pieces of data in the MSD data set, which is relatively large. After 

cleaning the duplicate data and merging the associated data, local sampling is carried out to 

obtain one million pieces of data (as shown in Fig 2). The processed data is shown in Fig 3. 
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Fig2: Data set format before processing 

 

Fig3:Data set format of processed 

In the music recommendation system, there are many factors have a prominent impact on 

the relevant music data. From the perspective of users, users' interests are closely related to their 

gender, age and geographical location. From the perspective of music, the same type of song 

often has some similarities with singers and composers, and different music types have different 

audience users. Therefore, the most important thing in recommendation system is user behavior. 

Fig4 shows the information of a user listening to music. 

 

Fig4: The information of a user listening to music 

After reading and analyzing the data, the most popular top 20 songs (as shown in Fig 5), the 
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most recent number of user songs played (as shown in Fig 6) and the distribution data of user 

playing (as shown in Fig 7) are obtained. 

 

Fig5: The most popular top 20 songs 

 

Fig6: The most recent number of user songs played 

 

Fig7: The distribution data of user playing 

4.2 Music Recommendation based on SVD 
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The experimental data set is given, there is no new song input, so cold start only considers 

how to recommend to new users. If the basic information of the new user is less, the hot list 

recommendation is carried out according to the rating from high to low, and then according to 

the user's preferences. As shown in Fig 8, the first column is the ID value of the data in the 

dataset, the second column is the name of music, the third column is the cumulative score, and 

the fourth column is the ranking. 

 

Fig8: Cold start recommendation list 

After solving the cold start problem, music recommendation is conducted again. There are 

nearly 50 million pieces of data in the data set. Although one million pieces of data are selected 

for the experiment, the loading process is still slow. Therefore, 500 pieces of data are selected 

for sampling and recommendation. The data of a user's listening to music is shown in Fig 4. 

Since there is no rating data, the number of times a user listens is taken as the score value. 

According to the user's click times, the music that you like is the most. 

According to the data read as shown in Fig 4, the number of times of listening (listen_ 

count) is converted to score, and the matrix of all users, songs and score values is established. 

The SVD algorithm is used to recommend songs to users, as shown in Fig 9. 
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Fig9: Music recommendation results based on SVD algorithm 

4.3 Music Recommendation Based on ε − GreedyAlgorithm 

In the MSD dataset containing more than 1 million songs, select the music type you like 

(multiple choices are allowed), as shown in Fig 10. 

 
Fig10: Select music type 

According to the selected music type, the system first publishes several songs for audition 

and scoring (as shown in Fig 11), and then makes music recommendation according to the 

user's score, as shown in Fig 12. 
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Fig11: Score the released music 

 
Fig12: Music recommendation resultsbased on ϵ-greedy algorithm 

If the user is satisfied with the recommendation result, he can choose to quit the system; if 

the user is not satisfied with the recommendation result, he can choose to recommend again, and 

the system will automatically launch songs for users to listen to and score. As shown in Fig 13. 
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Fig13: Recommendation once again 

4.4 Experimental Analysis 

The music recommendation system based on SVD algorithm needs to read and write a large 

amount of data. Through the visual interface, we can see the change track of the data and the 

number of clicks on music. In the case of cold start, recommendation directly according to the 

list does not necessarily meet the needs of users. According to the number of hits, there may be 

careless clicks by users. However, the music recommendation system based on the multi-armed 

bandit (ε − Greedy) algorithm describes the interactive recommendation problem as a context 

multi-armed bandits. The system recommends new songs according to users' preferences and 

obtains their personalized scores to reduce cold start, which is more objective. 

 

V. CONCLUSION 

In this paper, the music recommendation systems is implemented by using multi-armed 

bandits (ϵ-greedy) method in reinforcement learning and singular value decomposition 

algorithm in traditional machine learning. The SVD algorithm uses a small data set to represent 

the original data set, which can remove noise and redundant information, so as to achieve the 

purpose of optimizing the data. For the cold start problem, the system can only recommend 

through the ranking list information which is generated according to the number of hits, and 

cannot meet the individual needs of users, and cannot solve the problem of exploration and 

exploitation. The music recommendation method based on the multi-armed bandits (ϵ-greedy) 

algorithm describes the interactive music recommendation problem between users and the 

system as the multi-armed bandits problem. According to users' preferences, the system 

recommends new songs and obtains their scores, which can better alleviate problem of cold start 

and exploration-exploitation trade-off, and can better meet the personalized needs of users. 
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