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Abstract: 

The high-dimensional, fuzzy and sparse characteristics of clothing users often bring 

inconvenience to designers. With this regard, this paper will attempt to improve the rationality 

and accuracy of the analysis method of the clothing users’ demand by applying computers 

technology of t-distribution stochastic neighbor embedding (t-SNE) in order to solve the 

problem of analysis and processing of high-dimensional data by reducing the dimension of data. 

Starting from the middle-aged women's wearing users in China, this paper uses t-SNE to map 

the complex and massive demand information relationship among users to 3D space, and 

combines the visualization method to show the closeness and relevance of the demand 

information. The correlation between the needs of middle-aged women's wear users in China 

and their age, disposable income, purchase frequency is also studied in this research together 

with the evaluation of the relevance so as to verify the effectiveness of the method. This paper 

proposes a visualization method to analyze the needs of clothing users, getting rid of the 

reliance on "experience ", from human subjective judgment to machine recognition, and 

provides a reference for the research of perfecting the needs of middle-aged women's wear 

users. 
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I. INTRODUCTION 

In recent years, the rapid development of artificial intelligence, machine learning, deep 

learning and other technologies in the field of computer [1] has enabled machines to assist 

designers’ complex work, so as to change mode of judging and guessing based solely on 

subjectivity, experience, blindness [2] and also to offer help to obtain user needs. At present, the 

clothing field advocates the user-centered [3] designing concept, and takes the user demand as 

the starting point of product design [4]. However, one of the important problem at this stage is 

how to analyze and deal with massive, fuzzy and complex user demand data. This paper will 

apply current advanced computer technology t-SNE (t-distribution stochastic neighbor 

embedding, t-SNE) [5] to solve the problem of high dimensional data analysis and processing 

by reducing the dimension of data, in order to enhance the rationality and accuracy of clothing 

user demand analysis method and get more accurate analysis and evaluation of middle-aged 

women's clothing user demand. 

 

II. RESEARCH OVERVIEW 

2.1 Middle-aged Women's Clothing Demand 

The World Health Organization divides 45-59 years old into middle-aged people [6], and 

middle-aged women play an important role in social life, such as daughters, mothers, wives and 

so on, due to their unique physical conditions, social status, economic strength, aesthetic 

preference and so on. At present, the research on middle-aged women's wear is mainly in the 

field of clothing fit, color pattern design and intelligent clothing design, but there is less 

research on the demand of users of this age group. Jiang Tingting[7]used a joint analysis 

method to obtain the preference degree of middle-aged and elderly users for each attribute and 

attribute level affecting the purchase of coats in spring and autumn, and measured the relative 

importance of each element of clothing. 

According to the classification of clothing user needs, Zhao Ping and his partners [8] 

divided clothing needs into basic needs (including cold protection, heat prevention, protection 

of the body), advanced needs (that is, social, psychological, emotional, beautiful, etc.). Cui Jian 

et al. [9] believes that the user's clothing demand information dimension mainly includes 

clothing function, clothing performance and clothing customization. Based on the above theory, 

this paper summarizes the needs of middle-aged women's wear users in TABLE I. 
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TABLEI. User Requirements for Middle-aged Women’s Wear 

 

Function of 

Clothing 

Aesthetics of 

Clothing 

Quality of 

Clothing 

Brand of 

Clothing 

Epidemic of 

Clothing 

Warm beauty material Brand positioning trend 

Heatstroke 

Prevention 
pattern craftwork Brand style Hot style 

Protection of Body color  Brand awareness  

 type    

 

2.2 The Acquisition of User Demand 

According to the needs of users, many scholars and institutions have carried out a lot of 

basic researches [10,11] and application exploration [12,13]. The main analytical methods are 

quality functionexpansion [14], fuzzy comprehensive evaluation method [15], analytic 

hierarchy process, data mining clustering method and neural network method [16-18]. 

Document [19-21] provides a general framework for the study of user requirements through 

the analysis of requirements through QFD (quality function deployment) technology. However, 

its limitation is that it relies too much on the knowledge structure of domain experts and the 

calculation of matrix solving is too large when the users have more demand. Shen et al. [22] 

constructed a set of user resource requirements with different functional attributes by classifying 

user requirements, and used particle swarm optimization algorithm to mine the association rules 

user demand sets. Liu Bin and others [23] mine the knowledge of association rules of user's 

needs through particle swarm optimization algorithm by means of data mining and extension 

transformation. Then the extension transformation method is used to generate new extension 

transformation knowledge so that designers can better understand and predict the potential 

needs of users. Liu and his partners [24]used the multi-linear regression method to establish the 

association between availability requirements and design elements. Chen Xingyuet al. [25] 

proposed an ontology-based user requirement representation method, which refers to integrating 

a complete set of user requirements representation guidance method through natural semantic 

processing, intelligent machine learning and other artificial intelligence algorithms. Jin 
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Yingleiet al. [26] proposed a user demand factor characterization and extraction method to 

establish an extensible kano model by Extension element. In previous studies, there are some 

deficiencies in the acquisition of fuzzy requirements, for the reason that the psychological needs 

of users usually do not have linear characteristics and it is difficult to characterize the fuzzy 

needs of users by linear methods based ona normal distribution. To train a neural network model 

needs to input a large number of samples for self-organization, self-learning, self-adaptation, in 

order to achieve the appropriate generalization ability, while the general user demand survey is 

difficult to meet the artificial intelligence algorithm for large sample size requirements. 

In the field of clothing user demand research, Cui Jian et al. [9] proposed the structure 

diagram of user demand information model in PLM garment enterprises. Cheng Guo [27] 

suggests a personalized clothing recommendation algorithm based on interactive genetic 

algorithm, which refers to gaining the personalized demand of clothing from Human-Computer 

Interaction and establishing the user's preference model for clothing by genetic algorithm. Jia 

Bingbing et al. [28] recommends two kinds of methods based on network to obtain the 

information of clothing user's demand: One is to acquire user demand through human-computer 

interaction mode and the other is data mining via user access records. Zhou Haimei[2]applied 

the human-computer interaction model to the clothing interactive design system, thinking that 

the user is both the consumer and the clothing designer who has the demand for the clothing 

perceptual design. The system retrieves and combines the design modules according to such 

requirements, and then presents the design results to the user. 

The difficulty of clothing user demand research is that the user demand is a 

high-dimensional and nonlinear system composed of multi-dimensional variables, while a 

single statistic can only reflect the user's needs from a certain aspect and the accuracy rate is 

low and the result is fuzzy, so it is hard for the designer to judge directly according to it. And 

previous studies have not solved the complex nonlinear relationship of these requirements well, 

and cannot handle more complex high-dimensional data, which results in information loss. 

Therefore, based on t-SNE research data of middle-aged female users, this paper attempts to 

explore the feasibility of t-SNE technology application in garment user demand analysis. 

 

III. t-SNE PRINCIPLE AND EXPERIMENTAL FLOW 

3.1 t-SNE Principle 

t-Distribution Stochastic Neighbor Embedding(t-SNE) is nonlinear manifold learning 

algorithm on the basis of Stochastic Neighbor Embedding(SNE) [29] in order to maintain the 
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consistency between the neighborhood distribution characteristics of high dimensional data and 

those of low dimensional data. The idea of t-SNE algorithmic is to express the similarity among 

data points in high dimensional space in the form of conditional probability. Application of 

t-SNE technology can display the three-dimensional space based on the internal structure of 

high-dimensional data, so as to reveal the inherent classification characteristics of data and to 

intuitively express the similarity among data by data visualization. t-SNE technology is easier to 

optimize than the original method, and it can reduce the problem of data set [30]. Its main 

algorithm principle is as follows: 

The similarity degree used to calculate the data points ix to
jx is the conditional probability

ijp , i  is expressed as the Gaussian distribution variance of the data center point ix . When 

the distance between points is relatively close, 
ijp is relatively high, and when the distance 

between points is far away, 
ijp  is close to infinite low. The formula of conditional probability 

ijp is: 
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High-dimensional samples use Gaussian probability distribution, while low-dimensional 

samples use t distribution with degrees of freedom 1. The joint probability density function 

between high-dimensional space data points and low-dimensional space data points is expressed 

by
ijp  and 

ijg  respectively. The formulas are as follows: 
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SNE use gradient descent to minimize the sum of the Kullback-Leibler divergences of all 



Design Engineering 
 

ISSN: 0011-9342 

Issue: 11 | Pages: 37 - 51 

 

 

[42] 

sample data points and mismatch between ijg
 and ijp

, the C is to define cost functions: 


i j ij

ij

ij
g

p
pKLC 2log                       (5) 

The gradient formula is: 

1
2

)1)()((4 



 jijiijj ij

i

aaaagp
a

C
        (6) 

The gradient update output is: 
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Here t denotes the number of iterations, h the learning rate, w the momentum factor, and w 

(t) represents the momentum term of the t iteration. Then iterate repeatedly until the number of 

iterations is satisfied. 

3.2 Experimental Flow 

This paper introduces the t-SNE into the data research, and uses the t-SNE algorithm to 

reduce the dimension of the actual high-dimensional data and project it into the 

three-dimensional space to realize the data visualization and reveal the correlation between the 

data intuitively [30]. The main experimental tools include: basic programming language python 

3.6.5, t-SNE algorithm by the use of scikit-learn, data visualization by using matplotlib. The 

program runs in computers of Intel i7-7700K 4.20GHz, memory 32 GB and Windows 10 64bits. 

The experimental flow is shown in diagram 1. 
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Fig 1:Experimental Flow 

 

The experimental procedures are as follows: 

1. Data acquisition. According to the above division of user needs, a questionnaire is set up 

based on this theory. The age, income and purchase frequency of users in the first three 

questionnaires were all single-topic topics, and the other six questions were all multi-topic 

topics related to clothing demand in order to increase the data dimension, with a total of 46 

options (In order to better distinguish the age gap, this paper investigates the middle-aged 

Chinese women aged 40 to 59). A total of 513 valid questionnaires were obtained in the survey. 

2. Data preprocessing. Considering that the data stored in the database contains some errors 

and invalid data, the data preprocessing is carried out before the analysis to ensure the 

correctness of the data before use and improve the quality of the data decision. Firstly, the data 

of 513 text result of the questionnaires is discretized, which means the single-topic result of 

basic information is processed by label encoding while the multi-topic result of clothing 

demand is by one-hot encoding.  

3. Data reading and title selection. Data reading is realized by means of pandas dataframe. 

After reading data, training data and label are specified. In this experiment, the age, income and 

purchase frequency of the subjects were labeled respectively, and the training data were the 
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results of multi-topic selection involving clothing demand. 

4. t-SNE training.The initialization algorithm in t-SNE experiment is pca, iteration of 1000 

times, and the confusion perplexity is set to 80. After performing the t-SNE, the model 

parameters are adjusted repeatedly, and when the parameters are set to 80, the ideal 

experimental results are obtained. 

5. Visualization of training results. By using t-SNE algorithm, the high-dimensional data 

obtained from the survey is reduced and is projected into three-dimensional space, and the data 

is visualized to obtain the visual distribution map. The options are numbered 1,2,3...7 in the 

figure, and the different options are distinguished by different colors, which is beneficial to be 

reflected in the experimental results. There are 513 mapping points in the experiment, each 

representing a user under investigation.  

 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

Through experiments, the t-SNE is introduced into the study of clothing user's demand, and 

dimensionality reduction method the t-SNE is used to effectively distinguish the demand 

differences of different ages, income and purchase frequency. The dimensionality reduction of 

high-dimensional text and the corresponding low-dimensional mapping points are obtained, so 

that the low-dimensional manifold embedded in high-dimensional data sets is well characterized. 

The map points corresponding to text with low spatial similarity are relatively far while the 

mapping points corresponding to the text with higher similarity are close [30]. 

4.1 Experimental Results of t-SNE Dimension Reduction with Age Label 

Fig 2 shows the distribution map obtained after t-SNE dimension reduction with age label, 

which indicates that t-SNE users with higher similarity of demand preference in raw data sets 

become more compact, while users with lower similarity are more distant. Therefore, it can be 

concluded that if t-SNE does not lose the characteristics of the data itself, the user needs are 

easier to identify. In Fig 2, the mapping points numbered 1 and 2 are for users aged 40 to 49 and 

users aged 50 to 59 years are numbered 3 and 4, which shows that the 1 and 2 mapping points 

are relatively close and are far away from the 3 and 4 mapping points, indicating that the user 

needs of 40 to 49 years old are similar but are different from those of users over 50 years old. 

Meanwhile, the mapping points of 1 and 2 are distributed in the upper left and middle of the 

graph to form two clusters, and there are partially overlapped mapping points, which shows a 

difference in the needs of users aged 40 to 49 and the similarity of the overlapped mapping 
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points is more compact. The relatively long distance between map points 1 and 4 indicates that 

users aged 40 to 44 years have low similarity to users aged 55 to 59 years. According to the 

experimental results, we can find that the demand of middle-aged women's wear users is related 

to their age: the difference of user demand under 50 years old is not obvious; the difference of 

user demand between the same age range is different; the greater the difference of age is, the 

greater the difference of demand becomes, which shows positive correlation.  

 

Fig2: Results of t-SNE Dimension Reduction with Age Label 

 

4.2 Results of t-SNE Dimension Reduction Experiment with Income Label 

Generally, in Fig 3, the number 5 and 6 which refers to the users with more than RMB 

10,000 per month, are usually distributed above and close, and the distance to the users with 

relatively low income, numbered 1 and 2, is relatively long, indicating that the clothing demand 

among high income users is similar but it is different from that of low income users. In the Fig 3, 

number1 and 2 are split into two clusters, among which users with similar needs in the left side 

gather together to form one cluster, and the middle and lower sides 1 and 2 gather together to 

form another cluster, indicating that the user needs of the income range of 1,000 to 3,000 yuan 

are different. At the same time, the distribution distance of 2 and 3 is relatively close, which 

indicates that the user demand of this income range is similar while the relatively long distances 

between 2 and 4 indicate a large income gap and a large difference in user demand. In the same 

income interval in the graph, for example, number 3 is distributed in the left and right clusters 

and is far away from users 5 and 6, which shows that users in the same income range have 
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different demand preferences and are different from income users above 10,000 yuan. 

According to the figures above, we can find the t-SNE experimental results demonstrates that 

the demand preference of middle-aged women's wear users is correlated with their monthly 

disposable income and there is also difference in demand in the same income range, and the 

greater the income gap is, the greater the difference in demand is, which shows positive 

correlation. 

 

Fig 3: Results of t-SNE Dimension Reduction with Income Label 

 

4.3 Experimental results of t-SNE dimension reduction based on purchase frequency label 

In the Fig 4, clothing which is purchased once a week, every month, every three months, 

every six months, every year, two years and above and on a regular basis, is numbered 1,2,3...7, 

respectively. From it, we can see that the users who buy clothing on a regular basis on the 7th 

are obviously far away from other users, forming a separate cluster. The 2 and 3 mapping points 

become more compact, indicating similar user needs to buy clothing every month and every 

three months. Map point 5 is relatively far from other map points, indicating that users who buy 

it once a year differ from other users' needs. Point 4 and 5 are far away from the mapping point 

1, indicating that there is a difference between users who buy once a week and those who buy 

more than half a year. Therefore, the experimental results show the correlation between the 

demand for middle-aged women's clothing users and their purchase frequency. Demand differs 

between high purchase frequency and low purchase frequency. The higher the purchase 

frequency, the greater the demand difference, and the difference in the purchase frequency of 
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more than every three months is not obvious. 

 

Fig 4: Experimental results of t-SNE dimension reduction based on purchase frequency label 

 

4.4 Relevance Assessment 

A new survey of 192 middle-aged female users was conducted with the same questions. 

Re-testing the experimental method with the income label, the results are shown in Fig 5. From 

it, the result is similar to that of the original experiment.  Map points 1 and 2 are close and 

relatively far away from map points 4, 5 and 6, separated into two clusters and relatively close 

to map points 3 while map point 3 is relatively far away from map points 5 and 6. Therefore, 

this experiment verifies the conclusion that the greater the income gap, the greater the demand 

gap, and there is also difference in demand in the same income range, which proves the 

effectiveness of t-SNE technology. 
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Fig 5: Results of revenue-labeled validation 

 

Based on the t-SNE user requirements, on the basis of similarity measurement of the higher 

dimension Euclidean distance, the above information is reflected in the concept of distance in 

the process of requirement analysis, so the more easily identifiable results can be obtained. 

t-SNE, which is based on user needs, does not contain "empirical" evaluation assignments, 

basically getting rid of the dependence on "experience " [30], from human subjective judgement 

to machine recognition. 

 

V. CONCLUSION 

This paper aims at the problem of high dimensional, complex and massive demand of 

clothing users from the point of view of clothing user's demand, proposes a data visualization 

method based on t-SNE, and summarizes the correlation between the needs of middle-aged 

women's wear users and their age, disposable income and purchase frequency. t-SNE 

technology does not deliberately highlight a user parameter values on the demand results in the 

user requirements classification process and each variable is analyzed according to the 

characteristics of the user's overall needs, in order to maximum possible preservation of all 

information of the data while visualizing the data. 

This paper has certain reference value for the study of the needs of middle-aged women's 

wear users in China, but due to the limitations of the research sample in this study, the specific 
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analysis of user needs will be further summarized in the follow-up research to meet the needs of 

practical design. 
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